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Abstract

In 1982, Ikemura reported a strikingly unequal usage of different synonymous codons, in five *Saccharomyces cerevisiae* nuclear genes having high protein levels. To study this trend in detail, we examined data from three independent studies that used oligonucleotide arrays or SAGE to estimate mRNA concentrations for nearly all genes in the genome. Correlation coefficients were calculated for the relationship of mRNA concentration to four commonly used measures of synonymous codon usage bias: the codon adaptation index (CAI), the codon bias index (CBI), the frequency of optimal codons ($F_{op}$), and the effective number of codons ($N_e$). mRNA concentration was best approximated as an exponential function of each of these four measures. Of the four, the CAI was the most strongly correlated with mRNA concentration ($r_s = 0.62 \pm 0.01$, $n = 2525$, $p < 10^{-17}$). When we controlled for CAI, mRNA concentration and protein length were negatively correlated (partial $r_s = -0.23 \pm 0.01$, $n = 4765$, $p < 10^{-17}$). This may result from selection to reduce the size of abundant proteins to minimize transcriptional and translational costs. When we controlled for mRNA concentration, protein length and CAI were positively correlated (partial $r_s = 0.16 \pm 0.01$, $n = 4765$, $p < 10^{-17}$). This may reflect more effective selection in longer genes against missense errors during translation. The correlation coefficients between the mRNA levels of individual genes, as measured by different investigators and methods, were low, in the range $r_s = 0.39–0.68$. Copyright © 2000 John Wiley & Sons, Ltd.
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Introduction

The genome hypothesis (Grantham et al., 1980) proposed that the genes in one species will all display the same usage bias with respect to synonymous codons. In *Saccharomyces cerevisiae*, an early study of nine genes (Benetzen and Hall, 1982) revealed a strong bias toward usage of just 25 ‘preferred’ codons in genes with high cytoplasmic mRNA levels. In contrast, genes with low mRNA levels showed very little synonymous codon usage bias. The preferred synonymous codons were discovered to be codons recognised by the most abundant cognate tRNA species (Benetzen and Hall, 1982; Ikemura, 1982). Usage bias was proposed to result from translational selection, since using a codon that is translated via an abundant tRNA species was hypothesized to boost translational efficiency (Benetzen and Hall, 1982; Ikemura, 1982). Subsequent analysis of about 40 genes (Ikemura, 1985) lent weight to the prediction that in *S. cerevisiae* there will be a strong correlation between the frequency of such translationally preferred codons in a gene and that gene’s protein concentration. Theoretical models of protein production have corroborated this prediction (Solomovici et al., 1997; Xia, 1998). Indeed, an early cluster analysis of 110 *S. cerevisiae* genes based on their synonymous codon usage (Sharp et al., 1986) distinguished two groups: genes with high and moderate/low protein levels. In the decade since then, codon usage bias was often used as a...
A strong correlation between mRNA and protein concentrations data from two-dimensional gel electrophoresis, and a combination of mRNA concentration data from Velculescu et al.’s (1997) serial analysis of gene expression (SAGE) experiment and from the high-density oligonucleotide array (HDA) experiment of Wodicka et al. (1997). Gygi et al. (1999) compared their own protein concentration data from two-dimensional gel electrophoresis to the same SAGE mRNA concentration data set (Velculescu et al., 1997). Furthermore, in a third recent study, Pavesi (1999) also examined data from the same SAGE experiment (Velculescu et al., 1997). A strong correlation between mRNA concentration and codon bias [the codon adaptation index (CAI) of Sharp and Li, 1987] was reported by Futcher et al. (1999) for 71 genes; Pavesi (1999) confirmed this for both CAI and CBI [the codon bias index (CBI) of Bennetzen and Hall, 1982] for 72 genes (no correlation coefficients given). Protein concentration was also reported to be strongly correlated with codon bias (CAI) ($r_s = 0.80$, $n = 71$, $p < 0.0001$) by Futcher et al. (1999). Although Gygi et al. (1999) previously asserted that codon bias (CBI) is not a predictor of either protein or mRNA levels, Futcher et al. (1999) pointed out that no statistics were used. A strong correlation between mRNA and protein concentrations ($r_s = 0.74$, $n = 71$, $p < 0.0001$) was reported by Futcher et al. (1999). In contrast, Gygi et al. (1999) concluded that mRNA and protein concentrations are not correlated ($r_p = 0.356$, $n = 73$), but their result’s validity was questioned by Futcher et al. (1999) because inappropriate statistics were used. The correlation between mRNA and protein concentrations is high but not perfect, because protein concentration is determined not only by mRNA concentration but also, among other factors, by translational initiation and elongation rates and protein half-life (Futcher et al., 1999; Gygi et al., 1999; VanBogelen et al., 1999). Thus, codon bias will show different correlations with mRNA and protein levels, since protein levels are affected by translational rates and protein half-life, and translation rates are themselves affected by codon bias.

We aimed to investigate the relationship in S. cerevisiae between the frequency of preferred codons in a gene and mRNA levels, using published data sets that include most genes in the genome. We used three independent mRNA concentration data sets (Cho et al., 1998; Holstege et al., 1998; Velculescu et al., 1997) and four methods of measuring synonymous codon bias. One goal was to determine which codon bias measures were the best predictors of mRNA concentration, because this may be applicable to other organisms for which whole-genome transcription data are not available. A second aim was to examine the concurrence of mRNA concentration data from the three different whole-genome studies: the SAGE data of Velculescu et al. (1997), and the high-density oligonucleotide array (HDA) data of Cho et al. (1998) and Holstege et al. (1998). Our third aim was to investigate whether dependencies exist between the codon bias, protein length and mRNA levels in S. cerevisiae. It has been hypothesized that protein length correlates with mRNA and protein levels in S. cerevisiae and Drosophila melanogaster (Moriyama and Powell, 1998), and that codon bias correlates with protein length in S. cerevisiae, Escherichia coli, Caenorhabditis elegans, D. melanogaster and Arabidopsis thaliana (Duret and Mouchiroud, 1999; Eyre-Walker, 1996; Moriyama and Powell, 1998).

**Databases and methods**

### Synonymous codon usage bias measures

Methods to quantify synonymous codon usage bias either measure the deviation from equal use of synonymous codons (‘H$_0$’-based measures’), or measure the frequency of putative translationally optimal codons (‘H$_1$’-based measures’). (Wright, 1990). Since H$_1$-based measures are more likely to detect codon bias caused by translational selection, we studied just one H$_0$-based measure, the effective
number of codons ($N_\text{c}$), and three $H_1$-based measures, CAI, CBI, and $F_{op}$, as described briefly below.

The effective number of codons ($N_\text{c}$; Wright, 1990) measures deviation from equal use of synonymous codons. The $N_\text{c}$ is the number of codons that, if used equally, would generate the level of codon bias observed. $N_\text{c}$ takes values from 20.0 (maximum bias) to 61.0 (no bias). The CAI (Sharp and Li, 1987) is a measure of synonymous codon usage bias in the direction of the bias seen in a reference set of 24 S. cerevisiae genes having high protein levels. CAI takes values from 0.0 (no bias) to 1.0 (maximum bias). The CBI (Bennetzen and Hall, 1982) is a measure of the frequency of optimal codons. Its 22 optimal codons are those present in more than 85% of cases in the S. cerevisiae ADH1, TDH2 and TDH3 genes, and are complementary to the anticodons of the major S. cerevisiae tRNA species. CBI generally takes values from 0.0 (no bias) to 1.0 (maximum bias), although negative CBI values can occur if optimal codons occur less often in a gene than in a sequence having an equal use of the synonymous codons for each amino acid. The frequency of optimal codons ($F_{op}$; Ikemura, 1985) measures the frequency of optimal codons chosen based on tRNA anticodon sequences and isoacceptor tRNA concentrations. The set of 22 optimal codons used to calculate $F_{op}$ is almost the same as that used for CBI, except that in $F_{op}$ GCC (Ala) is excluded and GAC (Asp) is included (Sharp and Cowe, 1991). $F_{op}$ takes values from 0.0 (no bias) to 1.0 (maximum bias).

Correspondence analysis of synonymous codon usage

Correspondence analysis is a multivariate statistical method often used to analyse synonymous codon usage. It identifies the main trends in data as a series of orthogonal axes in an $n$-dimensional hyperspace. The first axis explains the highest proportion of the variation in the data, and successive axes a decreasing proportion. The first axis in correspondence analysis of synonymous codon usage in S. cerevisiae is hypothesized to reflect a relationship between codon bias and protein or mRNA concentration (Lloyd and Sharp, 1992b; Sharp and Cowe, 1991). To compare the correlation between the first axis and mRNA levels to that between mRNA levels and CAI/CBI/ $F_{op}/N_\text{c}$, we carried out correspondence analysis of the synonymous codon usage of S. cerevisiae, estimated by relative synonymous codon usages (RSCUs). The RSCU of a codon is the observed frequency of the codon divided by the frequency expected if all the synonyms for that amino acid were used equally (Sharp et al., 1986).

Correspondence analysis on RSCUs was implemented using the program CodonW (version 1.4.2); ftp://molbiol.ox.ac.uk/cu/codonW.tar.Z (Peden J. F., unpublished).

Sequence data

We obtained the S. cerevisiae nuclear genome sequence from ftp://genome-ftp.stanford.edu/pub/yeast/yeast_ORFs/ (October 1998). This database included the coding sequence for 6217 current standard ORFs, with the introns removed. We excluded mitochondrial and plasmid ORFs, since their codon usage differs from that of nuclear genes.

mRNA concentration data

We studied genome-wide mRNA concentration data from three research groups: one group used the SAGE technique (Velculescu et al., 1997), while the other two groups used HDAs (Cho et al., 1998; Holstege et al., 1998). Holstege et al. (1998) and Velculescu et al. (1997) estimated mRNA concentration in mRNA transcripts per cell. The third data set (Cho et al., 1998) is in units of normalized fluorescence intensity; mRNA concentration is directly proportional to fluorescence intensity (Wodicka et al., 1997).

The SAGE data (Velculescu et al., 1997) cover 4665 ORFs, with mRNA concentration estimates from 0.3 to over 200.0 transcripts per cell. We obtained the data from ftp://genome-ftp.stanford.edu/pub/yeast/tables/ (December 1998). Velculescu et al. (1997) calculated mRNA concentration for each ORF by assuming 15 000 transcripts per cell in total. For each SAGE tag, we averaged the three tag concentration estimates from logarithmic phase, from S phase-arrested cells, and

from G2/M phase-arrested cells. We then calculated the mRNA concentration for each ORF to be the sum of the concentrations of its corresponding tags, as did Velculescu et al. (1997). One unsettled issue is whether data from a non-unique SAGE tag can reliably be divided among its ORFs of origin (e.g. sharing data between the related genes TDH2 and TDH3 from a tag contained in both of them). We considered that including just data from unique tags for an ORF would introduce less error than (somehow) including data from both non-unique and unique tags. Thus, we discarded data from non-unique tags, and included data corresponding to unique type 1 SAGE tags (within the ORF) and unique type 2 SAGE tags (within the 3'-untranslated region). Our sample of the SAGE data included 5358 tags (from 3817 genes). In contrast, other analyses of the same SAGE data have included all the tags from ORFs with non-unique tags (Futcher et al., 1999; Gygi et al., 1999; Pavesi, 1999; Velculescu et al., 1997). Our genome-wide correlation coefficients (Table 2) were little affected by excluding the inconclusive data from non-unique tags.

The data of Cho et al. (1998) were obtained from http://genomics.stanford.edu/yeast/cellcycle.html (October 1998). They estimated mRNA concentrations by using commercial oligonucleotide arrays: S. cerevisiae Ye6100 GeneChips from Affymetrix. They took measurements for each of 6218 ORFs in synchronized cells every 10 min during the mitotic cell cycle. For each ORF, the data consist of 17 values, which are in units of normalized fluorescence intensity and correspond to the time-points between 0 and 160 min after cell cycle reinitiation. We used both the average fluorescence intensity during the cell cycle and the peak fluorescence intensity in our analysis of Cho et al.’s data. They normalized their raw fluorescence intensity data to account for fluctuations in hybridization conditions during the cell cycle, assuming that total mRNA concentration in the cell remains constant throughout. These normalization calculations (described at the web-site above) perhaps reduced their data’s accuracy for some ORFs. To avoid temperature-induced effects caused by arresting the cell cycle, we analysed data only from time-points more than 40 min past release from arrest (just the last 13 data points). We examined data only for probes that hybridize to a unique target ORF. Where two different probes were targeted to the two exons of a split gene, we took data for the second exon only, since the first exon is usually short in S. cerevisiae.

We obtained the data of Holstege et al. (1998) from http://www.wi.mit.edu/young/expression.html (January 1999). Using the same Affymetrix oligonucleotide arrays as Cho et al. (1998), they estimated mRNA concentration for 5460 ORFs.

Statistical analysis
We used DataDesk 5.0.1 and Excel 4.0 for statistical analysis.

Results
Concurrence between mRNA concentrations estimated using SAGE and two oligonucleotide array experiments
The three whole-genome mRNA concentration studies analysed here all employed similar yeast strains grown under similar conditions, so we compared the mRNA levels reported for genes in the different experiments, using log-log plots (Figure 1). Taking data from the two groups that used the same commercial oligonucleotide array, the correlation between the average fluorescence intensity during the cell cycle, as measured by Cho et al. (1998), and the mRNA concentration data of Holstege et al. (1998) was \( r_s = 0.68 \pm 0.01 \) (\( n = 4360, p < 10^{-17} \)). Taking data from the two groups that
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Figure 1. Concurrence between three different mRNA concentration data sets. (A) SAGE data from Velculescu et al. (1997) plotted on a log-log scale against oligonucleotide array data from Holstege et al. (1998) for 3432 ORFs \( (r_s = 0.54 \pm 0.01, p < 10^{-17}) \). (B) Average oligonucleotide array data from Cho et al. (1998) plotted on a log-log scale against SAGE data from Velculescu et al. for 3094 ORFs \( (r_s = 0.50 \pm 0.01, p < 10^{-17}) \). (C) Average oligonucleotide array data from Cho et al. plotted on a log-log scale against oligonucleotide array data from Holstege et al. for 4360 ORFs \( (r_s = 0.68 \pm 0.01, p < 10^{-17}) \). The regression curves for the non-log transformed data (dashed lines) were: (A) \( y \approx 5.14 + 0.388x + 32.26 + 0.01 \); in (B) the solid line is the linear best-fit to the non-log transformed data \( y \approx 307.40 + 13.98x \); and in (C) the solid line is the linear best-fit to the non-log transformed data \( y \approx 283.50 + 58.92x \).
estimated mRNA concentrations during particular cell cycle stages, the correlations between the data of Cho et al. (1998; HDA method) and Velculescu et al. (1997; SAGE method) are $r_s = 0.41 \pm 0.02$ ($n = 3094, p < 10^{-17}$) for the G2/M boundary, and $r_s = 0.39 \pm 0.02$ ($n = 3094, p < 10^{-17}$) for the S phase.

How many S. cerevisiae ORFs show the influence of translational selection on their synonymous codon usage?

Every yeast gene has some non-randomness in its codon usage, which can be quantified using any of the methods for measuring codon bias discussed here. For genes with low bias, it was necessary to distinguish between genuine ‘translational’ bias caused by natural selection, and genomic mutational biases or bias randomly caused by sampling. To make this distinction, we examined the codon bias seen in simulated sequences using an approach inspired by Sharp and Li (1987). They estimated the average CAI of an E. coli sequence that has genomic mutational bias but lacks translational codon bias (Sharp and Li, 1987). We wrote a C++ program to act as a random number generator (Press et al., 1994) to produce sets of simulated sequences having the same lengths and amino acid compositions as the real S. cerevisiae ORFs. The simulated sequences were given a 38.0% silent-site G+C content (GC3s), to match the real genome.

We then calculated the average ($\bar{x}$) and standard deviation ($s$) of the CAI, CBI, Fop and $\hat{N}_c$ for the simulated sequences. We excluded from subsequent analysis any real S. cerevisiae ORFs with codon usage less biased than $\bar{x} + 2s$ (or $\bar{x} - 2s$ for $\hat{N}_c$). We assumed that translational selection did not influence codon usage in the ORFs discarded, since evidence that synonymous codon usage in very low-bias genes reflects selection for translationally non-optimal codons is scarce and controversial (Sharp and Li, 1986; Sharp et al., 1993). When codon bias was measured using CAI, 48.1% of the 6217 putative ORFs had synonymous codon bias above this threshold, compared to 43.8% using CBI, 40.2% using Fop, and 41.6% using $\hat{N}_c$ (Table 1). Thus, 50–60% of S. cerevisiae ORFs appear to lack significant translational codon bias and were excluded from further study.

However, for three reasons we could have wrongly discarded or retained some ORFs. First, the simulated sequences had constant codon bias along each sequence with no context effects on codon usage, while real S. cerevisiae genes do have weak intragenic differences in codon bias (Bulmer, 1988), including context effects (Bulmer, 1990) and differences due to constraints on protein folding (Crombie et al., 1992). Second, $\bar{x}$ was presumed to estimate the CAI/CBI/Fop/$\hat{N}_c$ seen in S. cerevisiae sequences having mutational bias (38.0% GC3s) but no translational codon usage bias. However, mutational biases vary around the S. cerevisiae genome (Bradnam et al., 1999) and so $\bar{x}$ depends on genomic location. Third, genes in which translational selection has not influenced codon usage may have biased codon usage due to mRNA or DNA structural constraints.

CAI is the best predictor of mRNA concentration in S. cerevisiae

Of the three mRNA concentration data sets, the oligonucleotide array data of Holstege et al. (1998) were the most strongly correlated with each of the four codon bias measures (Table 2). In general, CAI showed the strongest correlation with mRNA levels within each experiment, with $\hat{N}_c$ the weakest and

<table>
<thead>
<tr>
<th>Codon bias estimator</th>
<th>Average codon bias ($\bar{x}$)</th>
<th>Standard deviation of codon bias ($s$)</th>
<th>Cut-off$^*$</th>
<th>Real yeast ORFs with translational codon bias$^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CAI</td>
<td>0.107</td>
<td>0.017</td>
<td>0.141</td>
<td>2988</td>
</tr>
<tr>
<td>CBI</td>
<td>$-0.011$</td>
<td>0.053</td>
<td>0.096</td>
<td>2720</td>
</tr>
<tr>
<td>Fop</td>
<td>0.399</td>
<td>0.031</td>
<td>0.461</td>
<td>2584</td>
</tr>
<tr>
<td>$\hat{N}_c$</td>
<td>57.2</td>
<td>3.0</td>
<td>51.1</td>
<td>2499</td>
</tr>
</tbody>
</table>

$^*$For $\hat{N}_c$, the cut-off is $\bar{x} - 2s$; ORFs with $\hat{N}_c$ above this are considered to lack ‘translational’ codon bias. For CAI, CBI and Fop, the cut-off is $\bar{x} + 2s$.

$^*$For CAI, CBI and Fop, the number of real S. cerevisiae ORFs analysed was 6217. For $\hat{N}_c$, the number was 6212, since five ORFs were too short for the program CODONS to calculate $\hat{N}_c$.  

---

Table 2. Spearman rank correlation coefficients (r_s) between the three mRNA concentration data sets and four different codon bias measures

<table>
<thead>
<tr>
<th>Codon bias estimator</th>
<th>Array (HDA) data (from Holstege et al., 1998)</th>
<th>Array (HDA) data (from Cho et al. 1998; cell cycle average)</th>
<th>Array (HDA) data (from Cho et al. 1998; cell cycle maximum)</th>
<th>SAGE data (from Velculescu et al. 1997)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CAI</td>
<td>0.62 ± 0.01</td>
<td>0.52 ± 0.01</td>
<td>0.53 ± 0.01</td>
<td>0.48 ± 0.02</td>
</tr>
<tr>
<td>CBI</td>
<td>0.62 ± 0.01</td>
<td>0.51 ± 0.02</td>
<td>0.52 ± 0.02</td>
<td>0.45 ± 0.02</td>
</tr>
<tr>
<td>Fop</td>
<td>0.61 ± 0.01</td>
<td>0.50 ± 0.02</td>
<td>0.52 ± 0.02</td>
<td>0.46 ± 0.02</td>
</tr>
<tr>
<td>( \hat{N} )</td>
<td>-0.58 ± 0.01</td>
<td>0.50 ± 0.02</td>
<td>-0.52 ± 0.02</td>
<td>-0.43 ± 0.02</td>
</tr>
<tr>
<td>Axis 1*</td>
<td>0.57 ± 0.01</td>
<td>0.48 ± 0.01</td>
<td>0.48 ± 0.01</td>
<td>0.43 ± 0.02</td>
</tr>
</tbody>
</table>

The number of ORFs is given in brackets. For CAI, CBI, Fop, and \( \hat{N} \), only ORFs with ‘translational’ codon bias above the cut-offs in Table 1 were included, while all ORFs were included for the ‘correspondence analysis axis 1’ row. All r_s values are highly significant (p < 10^{-15}) due to the large sample sizes. Standard error estimates were calculated, assuming that r_s forms a Gaussian distribution. r_s was not considered a more appropriate statistic than the Pearson product-moment correlation coefficient (r_p), because once ORFs lacking translational codon bias were discarded, the data did not form a bivariate Gaussian distribution, as is necessary for using r_p. Furthermore, the relationship between mRNA concentration and codon bias was more curvilinear than linear, while r_p tests for linear correlation. ORFs of less than 100 codons were included, since short sequence length causes almost no systematic error in either \( \hat{N} \), or CAI (Comeron and Aguade, 1998). When ORFs of less than 100 codons were excluded, r_s was generally reduced (e.g. for 2452 ORFs of greater than 99 codons, for CAI vs. the Holstege et al. 1998 data, r_s = 0.60 ± 0.01).

For the four codon bias measures, the relationship between mRNA concentration and codon bias was best approximated by a curve of the form:

\[
[mRNA] = c_1 + e^{c_2 + c_3 \cdot x}
\]

where [mRNA] is the mRNA concentration, x is the codon bias, and c_1, c_2, c_3 are constant coefficients. Log–log plots of mRNA levels (from Holstege et al., 1998) vs. all four codon bias measures are shown in Figure 2. CAI produced the best regression curve (Table 3) and so is the best predictor of mRNA concentration, with Fop second best, and
CBI third best. There is almost no relationship between mRNA levels and codon bias (measured by any method) for mRNAs with fewer than about five transcripts per cell (Figure 2). This is to be expected because, first, there is little consistency among the different experiments for transcripts present at below five transcripts per cell (Figure 1), and second, selection for translationally optimal codons is hypothesized to be less effective in low-abundance mRNAs (Sharp and Li, 1986). For comparison with Figure 2A, log-log plots of CAI vs. the data of Velculescu et al. and Cho et al. are shown in Figures 3 and 4, respectively.

Protein length is negatively correlated with mRNA concentration in S. cerevisiae genes with the same level of codon bias

To take into account the dependencies of both protein length and mRNA concentration on CAI, we controlled for CAI (i.e. the effect of CAI was eliminated) by calculating the partial correlation
coefficient of mRNA concentration and protein length, excluding CAI (Bailey, 1995). We excluded proteins of < 100 codons to avoid sampling effects in calculating the CAI. When we controlled for CAI in this way, mRNA concentration from Holstege et al. (1998) showed a weak negative partial correlation with protein length (partial \( r_s = -0.23 \pm 0.01, n = 4765, p < 10^{-17} \)). In a similar way, CAI was found to be positively correlated with protein length in *S. cerevisiae* genes.
with the same mRNA concentration. For proteins of <100 codons, the partial correlation coefficient of CAI and protein length, excluding mRNA concentration, is $r_s = 0.16 \pm 0.01$, $n = 4765$, $p < 10^{-17}$.

Discussion

Concurrence between mRNA concentrations estimated using SAGE and oligonucleotide arrays

When the two data sets generated using oligonucleotide arrays (Cho et al., 1998; Holstege et al., 1998) were compared, the correlation was surprisingly low ($r_s = 0.68$), considering that both groups used the same commercial oligonucleotide array. This may indicate low precision in array mRNA concentration estimates. However, anomalous normalization of some data points by Cho et al. may have obscured a stronger correlation between their raw data and that of Holstege et al. When two cell cycle data sets from different techniques were compared, array data from Cho et al. were quite weakly correlated with the equivalent SAGE data from Velculescu et al. ($r_s = 0.41$ and 0.39, for G2/M and S phase, respectively).

Why did the three mRNA concentration data sets not agree perfectly? First, SAGE and HDAs have different precision, accuracy, sensitivities, and resolving powers. Second, for some genes (we do not know how many) the three data sets probably disagreed due to minor strain, preparation and growth condition (e.g. cell density and growth medium) differences.

So how valid are our results on the relationship between codon bias and mRNA levels in S. cerevisiae? This depends on the quality (especially precision and accuracy) of the mRNA concentration data that we analysed. The quality of the data can be assessed by comparing the three data sets with each other (Figure 1), and from published studies of SAGE and HDA data quality. With respect to precision, in independent duplicate HDA experiments, Cho et al. (1998) and Holstege et al. (1998) found good precision in their mRNA concentration estimates. An earlier analysis of the precision of the HDA technique (Wodicka et al., 1997), which also used S. cerevisiae Affymetrix Ye6100 arrays, concluded that ‘a concentration for a given nucleic acid sequence can be assigned as $X$, ...)
based on the observed fluorescence intensity, with a greater than 95% probability that the actual concentration is between $0.5X$ and $2X$. Estimates of mRNA concentrations in duplicate array experiments varied more for some genes than for others; these genes were found to be very sensitive to

Figure 4. Average (A) and maximum (B) normalized fluorescence intensity measurements (a measure of mRNA concentration) from Cho et al. (1998) plotted on a log–log scale against CAI for 2458 S. cerevisiae ORFs judged to have 'translational' codon bias. The y axes in (A) and (B) are the average and maximum, respectively, of 13 fluorescence intensity measurements during the mitotic cell cycle. The regression curves for the non-log transformed data (dashed lines) are: (A) $y \approx -11,736.15 + e^{(9.36 + 0.26x)}$, and (B) $y \approx -2,398.69 + e^{(7.73 + 1.61x)}$
growth conditions such as cell density and micro-environment (Lander, 1999; Wodicka et al., 1997). There is so far no published in-depth study of the precision of SAGE, although it is likely that SAGE concentration estimates for low abundance mRNAs have low precision (Futcher et al., 1999; Gygi et al., 1999).

Accuracy of mRNA concentration estimates can best be judged by comparing data from different techniques, but no previous studies have compared SAGE results for a large number of genes to mRNA concentrations estimated by other methods (e.g. with oligonucleotide arrays, cDNA microarrays, or Northern blots). However, in several small studies the abundance of SAGE tags agreed well with relative mRNA concentration estimates from cDNA hybridization experiments (Velculescu et al., 1995) or Northern blots (Velculescu et al., 1997; Zhang et al., 1997). HDA mRNA concentration estimates for 17 S. cerevisiae genes agreed well with Northern blots (Galitski et al., 1999), but from unpublished data it has been speculated that arrays underestimate high mRNA concentrations and overestimate low mRNA concentrations (Anonymous, 1998; Futcher et al., 1999). Thus, it is hypothesized that SAGE is more accurate than HDAs for abundant mRNAs (Futcher et al., 1999). Indeed, the SAGE estimates of Velculescu et al. (1997) are higher than the HDA estimates of Holstege et al. (1998) for most abundant mRNAs (Figure 1A).

In S. cerevisiae mRNA concentration is correlated with codon bias

Why is this so? Two variables can be linearly correlated if one is the cause of the other, if they interact with each other, or if they are both effects of another third variable (Campbell, 1974). The reason why codon bias and mRNA concentration are correlated is an interesting case of cause and effect. In a living cell, codon bias may affect transcriptional rate and mRNA stability and so be a contributory cause of mRNA concentration (Xia, 1996). Messenger RNA concentration is without doubt a necessary and sufficient cause of protein concentration, and codon bias debatably affects translation rate and so probably is also a small contributory cause of protein concentration (Kurland, 1987; Sharp and Li, 1986; Sharp et al., 1993; Xia, 1998). Over evolution, selection for protein concentration may have been a contributory cause of codon bias, via selection for translational efficiency, and of mRNA concentration (Sharp and Li, 1986; Sharp et al., 1993). In addition selection for mRNA concentration may have been a contributory cause of codon bias, via selection for transcriptional efficiency and mRNA stability (Xia, 1996). That is, codon bias and mRNA concentration, codon bias and protein concentration, and mRNA concentration and protein concentration may all have interacted over time; these three interactions may all have contributed to the correlation between codon bias and mRNA concentration observed in this and other recent studies in S. cerevisiae (Futcher et al., 1999; Pavesi, 1999) and in C. elegans, D. melanogaster and A. thaliana (Duret and Mouchiroud, 1999).

How strongly are codon bias and mRNA concentration correlated when the effect of protein concentration is eliminated? This would be quantified by partial correlation, which unfortunately was not calculated in studies of the relationships between codon bias and mRNA and protein levels in S. cerevisiae (Futcher et al., 1999; Gygi et al., 1999).

CAI is the best predictor of mRNA concentration in S. cerevisiae

Of the four codon bias measures studied, the CAI was the best predictor of mRNA concentration (Table 3). It was not surprising that \( N_c \) was the most weakly correlated with mRNA concentration, since \( N_c \) is a \( H_0^* \)-based codon bias measure, while the CAI, CBI and \( F_{op} \) are \( H_1 \)-based measures. Even though \( N_c \) is a \( H_0^* \)-based measure, it was still strongly correlated with mRNA concentration (Table 2). This is because GC3s in S. cerevisiae is reasonably close to 50% (it is in the range 35–45%) and so there is little influence from ‘mutational’ bias on codon usage (and so on \( N_c \)) in S. cerevisiae (Wright, 1990). \( N_c \) may, however, be a poor predictor of mRNA concentration in species in which mutational bias is more pronounced (Wright, 1990).

Codon bias is often an imperfect measure of mRNA abundance due to differential gene regulation. For example, Holstege et al. (1998) detected relatively low mRNA levels for the high-bias gene ENO1 (17.1 transcripts per cell; CAI = 0.87). ENO2, its homologue, had transcript levels more usual for...
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their high codon bias (61.1 transcripts per cell; CAI = 0.89). ENO2 is dramatically induced by glucose (McAlister and Holland, 1982), while ENO1 is glucose-repressed (Carmen et al., 1995). Thus, under the glucose-rich growth conditions used by Holstege et al. (1998), S. cerevisiae transcribed abundant ENO2 mRNA and little ENO1 mRNA.

Why other estimators fall short of CAI is an interesting puzzle. There are three reasons. First, CAI assigns a relative translational ‘adaptiveness’ to each codon in the range 0.0 (non-optimal) to 1.0 (optimal), while CBI and Fop assign each codon a non-relative integer score of either 0 (non-optimal) or 1 (optimal) (Bennetzen and Hall, 1982; Ikemura, 1985; Sharp and Li, 1987). Thus, CBI and Fop are coarse-grained as compared to CAI. Second, simulations (Comeron and Aguadé, 1998) demonstrated that CAI has almost no systematic errors dependent on sequence length, and has low dispersion under different sequence length and codon bias conditions. CBI and Fop were not analysed but, given findings for other codon bias measures (Comeron and Aguadé, 1998), it would be worth investigating whether CBI and Fop have greater systematic errors and dispersion than CAI. Third, CAI quantifies the optimality of codons from their frequencies in a set of reference genes having high protein levels, so may be a good predictor of mRNA concentration by default.

CAI is an unreliable predictor of mRNA concentration, as the residuals for our regression curve were proportionately large (Figure 2); however, this was perhaps partly due to errors in the mRNA concentration estimates. CAI gives little insight into why its codons are preferred since, unlike CBI and Fop, its optimal codons were not chosen using physicochemical data. Another drawback of CAI is its inability to predict changes in mRNA or protein concentrations with changing physiological conditions. Indeed, equations constructed from physicochemical data may be a much more accurate way than CAI to predict protein concentrations; for example, from data such as codon usage, tRNA concentrations, ribosome binding site strengths, codon-anticodon binding energies, transcript lengths and protein half-lives. One possibility is that CBI or Fop could be updated using better S. cerevisiae empirical data (Percudani et al., 1997) and theoretical models of protein production (Solomovici et al., 1997; Xia, 1996, 1998). Such an improved translational codon bias measure might provide insights into the relative importance of contributory causes of protein concentration. In contrast, to detect transcriptional selection on codon usage (Xia, 1996), a completely new codon bias measure is needed. But will transcriptional codon bias turn out to be more or less correlated with mRNA concentration than is translational codon bias?

Protein length is negatively correlated with mRNA concentration in S. cerevisiae genes with the same level of codon bias

When we controlled for CAI, mRNA concentration showed a weak negative partial correlation with protein length (partial $r_p = -0.23 \pm 0.01$, $n=4765$, $p < 10^{-17}$). This concurs with earlier evidence that genes in D. simulans are reduced in size compared to genes in its sister species D. melanogaster (Akashi, 1996). This was suggested to be due to more effective translational selection in D. simulans acting to reduce the size of abundant proteins, to minimize transcriptional and translational energy costs (Akashi, 1996). Moriyama and Powell (1998) hypothesized that this trend exists in S. cerevisiae, D. melanogaster and E. coli. Using very rough estimates of mRNA concentration level (categories low, moderate or high) from expressed sequence tags (ESTs), another study found no evidence for any such correlation in A. thaliana, and limited evidence for a positive correlation in C. elegans and D. melanogaster (Duret and Mouchiroud, 1999). It will be interesting to see if more precise concentration data confirm this.

CAI is positively correlated with protein length in S. cerevisiae genes with the same mRNA concentration

When we controlled for mRNA concentration, protein length showed a weak positive partial correlation with codon bias (CAI) (partial $r_p = 0.16 \pm 0.01$, $n=4765$, $p < 10^{-17}$) in S. cerevisiae. It was necessary to control for mRNA levels to discover this, because mRNA concentration has a positive effect on CAI through one path (CAI as mRNA levels ↑) and a negative effect through another path (length ↓ as mRNA levels ↑), and CAI ↓ as length ↓ so CAI ↓ as mRNA levels ↑. That is, mRNA concentration masks some of the CAI-length partial correlation that is visible when the
effect of mRNA concentration is eliminated (Davis, 1985). It has been found that CAI and protein length are positively correlated in *S. cerevisiae* (Moriyama and Powell, 1998) and *E. coli* (Eyre-Walker, 1996; Moriyama and Powell, 1998) ribosomal protein genes; all ribosomal protein genes have approximately equal protein concentrations. It has been hypothesized that, since long proteins are energetically more expensive to produce, translational selection for codons which minimize missense errors during translation is more effective in long genes (Eyre-Walker, 1996).

In contrast to our results, negative correlations have been reported between CAI and protein length in *S. cerevisiae* and *D. melanogaster* (Moriyama and Powell, 1998; Powell and Moriyama, 1997), and between $F_{av}$ ($=F_{op}$) and protein length in *D. melanogaster*, *C. elegans* and *A. thaliana* (Duret and Mouchiroud, 1999). Why did Moriyama and Powell (1998) reach different conclusions than us for *S. cerevisiae*? First, they did not consider that dependencies of codon bias and protein length on mRNA concentration will distort the codon bias–protein length bivariate correlation. Second, they used Pearson product–moment correlation ($r_p$), which requires that both variables be Gaussian, otherwise $p$-values for $r_p$ are meaningless (Bailey, 1995). Since they excluded proteins of <100 codons, their sample did not have a Gaussian distribution of lengths, and anyway in *S. cerevisiae* protein length is not Gaussian (Das et al., 1997). Further, Pearson correlation measures linear correlation, not curvilinear correlation, but the relationship is clearly not linear. The results of Duret and Mouchiroud (1999) are also unconvincing. First, like Moriyama and Powell (1998), they calculated bivariate correlation, not partial correlation, and so failed to disentangle the mutual dependence of codon bias, protein length and mRNA levels. Second, their mRNA concentration data is very imprecise. Reanalysis of *Drosophila*, *Caenorhabditis* and *Arabidopsis* using better concentration data could be interesting.
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